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Abstract  -  Integrated  large-scale  business  activities 
increasingly rely on the use of remote resources and 
services  across  multi-platform  applications. 
Microservice  in  previous  research  has  become  a 
solution,  but  this  approach  still  leaves  a  data  loss 
problem.  This  research  methodology  proposed  an 
architecture  of  data  transmission  managed  by 
messaging  service  to  prevent  data  loss  in  handling 
many requests to deliver a multiplatform architecture, 
handling the plugin services, and enabling escalation 
based on the requirement.  As a result,  this  research 
successfully  implements  large-scale  multiplatform 
Single Sign-On (SSO) infrastructure for asynchronous 
microservices  architecture.  The  system  test  results 
show that the developed system can handle up to 2000 
requests with 20 concurrent requests.

Keywords -  SSO;  CAS;  OAuth;  RabbitMQ; 
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I. INTRODUCTION

Integrated  large-scale  business  activities 
increasingly  rely  on  the  use  of  remote  resources  and 
services  across  multi-platform  applications.  The 
considerable  number  of  resources  and  services  often 
requires  multiple  log-on,  leading  to  credential 
proliferation  and,  potentially,  security  leaks. 
Implementation of Single Sign-On (SSO) can unify the 
authentication processes existing on various applications 
to  provide  centralized  authentication  and  user  data 
management services to support system integration [1],
[2]. Large-scale infrastructure is discussed in [3], one of 
the  performance  measurements  using  a  concurrent 
network through a queue, the same will be used in this 
study as a test parameter.

Over the past few years, microservices, also known 
as  micro-services  architecture,  have  emerged  as  the 
architectural  style  that  structures  an  application  to 
collect loosely coupled services to implement business 
capabilities. Services are modeled as isolated units, each of 
which can use the type of database best suited to its needs.

Compared  to  Service  Oriented  Architecture,  SOA 
needs  to  share  the  data  source  with  other  services, 
causing difficulty when scaling the system. Besides, if 
the Enterprise Service Bus (ESB) error occurs, it  will 
become a single point of failure that impacts the entire 
application.  In  contrast  to  the  microservices,  other 
services  remain  working,  even  though  one  of  the 
services fails [4].

Microservices architecture was discussed in research 
[5],  [6], such as implementing an architectural pattern, 
utilizing  load  balancers  as  load  sharing  management, 
and API gateway. The architecture consists of gateway 
and microservices codebase. Each codebase contains a 
load balancer and several webservers. Server scalability 
is  resolved  horizontally  by  increasing  the  number  of 
codebase  packages,  and  vertically  by  increasing 
hardware capacity.

Another research utilizes a web layer as an interface 
as well as a load balancer. It sends the request to the 
API gateway layer and later sends the response back to 
the  original  requester.  Depending  on  the 
implementation, if there are multiple API gateways, the 
web  layer  acts  as  a  reverse  proxy  and  proxies  the 
request  to  a  specified  API  gateway  and  gets  the 
response [7].

All those previous research focuses on load distribution 
using a load balancer where large-scale middleware can be 
scaled up as needed. This approach still has a weakness, 
where shortcomings occurred when loads culminated. The 
delivered  requests  may  be  lost  due  to  exceeding  the 
defined timeout. The absence of notifications causes errors 
on  the  client  side.  Escalating  the  number  of  codebase 
packages caused costs to increase.

This  paper  will  focus  on  shortcomings  problems 
when  load  culminated  on  large-scale  middleware  by 
implementing a messaging queue service to deliver an 
asynchronous  architecture  approach.  Clients'  requests 
will not be lost due to exceeding the defined timeout, 
and the client indeed receives response data resources 
from the server as expected to solve those problems.

In  this  paper,  we  describe  the  design  and 
implementation  of  large-scale  SSO and  microservices 
architecture  with  message  queue  services,  accessed 
through  multiplatform  applications  such  as  web  and 
mobile applications This research aims to build flexible 
and  scalable  authentication  and  transactional  system. 
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The  modules  and  applications  as  plugin  services  are 
appropriate for large-scale

II. METHODOLOGY

The  stages  carried  out  in  this  study  are  system 
analysis, system design, implementation, and testing.

A. System Analysis

The initial stage of this study is analyzed the major 
influence  in  building  an  integrated  large-scale 
architecture,  consisting  of  microservices  and  message 
queues.  Microservices architecture has an advantage in 
developing  large-scale  systems  such  as  highly 
maintainable  and  testable,  loosely  coupled, 
independently  deployable,  and  organized  around 
business  capabilities.   The  architecture  is  suitable  to 
solve problems in the SOA architecture which described 
is in Figure 1.

Figure  2 described  modern  cloud  architecture, 
applications  are  decoupled  into  smaller,  independent 
building blocks that are easier to develop, deploy and 
maintain. Message queues provide communication and 
coordination for these distributed applications. Message 
queues  can  significantly  simplify  the  coding  of 
decoupled  applications  while  improving  performance, 
reliability, and scalability.

To  support  the  integration  of  multiplatform 
applications, we add Single Sign-On (SSO) mechanism. 
Single Sign-On is a technology that provides a single 
entry point  to the corporate network while giving the 
user  the  ability  to  move  from  one  portal  to  another 
without  re-authentication  and  using  portals  as  the 
preferred  mechanism of  interaction  with  the  end-user 

[8].  This  research  combines  Single  Sign-On  (SSO), 
microservices,  and  message  queues  to  deliver  an 
architecture  that  can  handle  large-scale  loads  and 
requests for the multiplatform application.

B. System Design

The purpose of this stage is to describe the system 
architecture  and  use  case,  where  the  user  can  access 
system  resources  within  credentials  from  different 
platforms and send a request through microservices and 
message queue mechanisms to handle large requests from 
a  user.  This  research  designed  an  architecture  that 
consists  of  a  use  case,  is  created  to  access  the  two 
applications  and  data  using  the  same  credentials  with 
centralized security filtering profiling. Figure 3 describes 
the systems architecture developed in this research.

To  simulate  the  process,  actors  involved  in  the 
business  process  can  log  in  through  the  dashboard 
domain or directly to the application through web and 
mobile  applications  which  are  described  in  Figure  4. 
Accessing  the  resources  from  a  browser,  an 
authentication  process  is  needed.  Meanwhile,  the  one 
through mobile  application  involves  an  authentication 
and authorization process to gain data resources.

C. Implementation and testing

From  the  results  of  the  system  design,   the 
integration  of  multiplatform  with  the  asynchronous 
process will be discussed from the multiplatform part, 
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Figure 1. Microservices architecture

Figure 2. Message queue

Figure 3. System architecture

Figure 4. System use case



authentication part, and integration part. In addition, the 
system will be applied in some cases.

Internal  testing  was  conducted  to  ensure  that  the 
system runs as expected, where several testing scenarios 
were carried out against three stand-alone applications. 
Dashboard  Application  (DAP)  and  WordPress 
Application  (WAP)  tested  on  the  Authentication 
Process;  meanwhile,  Mobile  Application  (MAP)  tried 
on Authentication Process, Authorization Process, and 
Messaging Process.

III. RESULT AND DISCUSSION

This  chapter  explains  the  implementation  of  the 
proposed  integrated  infrastructure  for  asynchronous 
microservices architecture. 

A. Implementation

Based  on  figure  3,  the  architecture  consists  of  3 
main parts. The first part is a multiplatform part which 
consists  of  mobile  applications  and  web  applications. 
The second part is the authentication part which consists 
of CAS and Oauth2.0. The last part is the integration 
part which consists of microservices gateway, message 
queue, and microservices agent. 

A simple mobile and web application was developed 
to simulate the process of user interaction. Both of the 
applications utilized a user interface.

This  research  implements  CAS  Single  Sign-On 
(SSO)  with  OAuth  on  Microservices  Gateway  (MG) 
side  rather  than  on  the  CAS  side  for  the  reason  of 
making OAuth a standalone service rather than a service 
attached  to  CAS.  This  will  facilitate  further 
development when CAS technology is to be replaced in 
the future.

Various properties can be specified in CAS inside 
configuration files. Several CAS configuration options 
equally apply to several modules and features  [9]. We 
configured  the  properties  file  as-is  architecture 
proposed.  Service  registry  auto-initialize  from  the 
default JSON file and set the path to JSON file location. 
MySql  as  authentication  database  configured  in 
properties  files  either,  including  redirected  URL 
connection of application URL path, query expression 
dialect  using  MySQLDialect  and  MySql  driver  class 
using JDBC driver. CAS can add arbitrary attributes to a 
registered service defined inside the CAS properties". 
For  every  new  application  plugged  in,  new  services 
must be registered. This research workout is limited to 
three  web  applications  for  simulation,  including 
dashboard  application,  WordPress  application,  and 
simple custom application. JSON file service needs to 
create,  as  mentioned in  CAS properties.  This  registry 
inside  CAS  properties  consists  of  field  class  set  to 
org.apereo.cas.services.RegexRegisteredService, service 
set  to  list  of  application  path,  id  is  the  self-defined 
unique number

CAS  authentication  model  is  loosely  based  on 
classic  Kerberos-style  authentication.  An 

unauthenticated user sends a service request redirected 
to  the  authentication  server  (CAS  Server),  the 
authenticated  user  returns  to  the  application.  CAS 
manages  certified  identities  and  entities'  passwords. 
CAS  X.509  authentication  components  provide  a 
mechanism  to  authenticate  users  who  present  client 
certificates  during  the  SSL/TLS  handshake  process. 
X.509 is a standard format for public key certificates, 
digital documents that securely associate cryptographic 
key pairs with identities such as websites, individuals, 
or organizations [10]. This research requires a certified 
Secured Socket Layer (SSL) in its implementation.

Figure  5 describes  the  workflow of  SSO-CAS.  A 
client sends a request to access data resources from a 
browser  platform;  the  application  then  checks  CAS 
authentication  status.  The  system  will  redirect  the 
unauthenticated user to the CAS login URL, rather than 
to  the  application.  CAS  login  session  and  ticket  id 
generate  and  authenticate  which  user  can  access 
application within the session time. Application checks 
authentication status through validation URL every time 
user sends a request to the application. Unlike browser 
clients, mobile applications access resources through a 
sequential  process.  Starting  by  accessing  CAS  login 
URL to get authenticated status, Ticket ID, and session 
generated. Authorization request to OAuth as the second 
step, and the token generated as OAuth response. Token 
serves as a bearer in the parameter header such as ticket 
ID, and application ID every time request GET/ POST 
method is sent to microservices.

The  OAuth  2.0  allows  third-party  applications  to 
access protected resources in a standardized way  [11]. 
The third party commonly hires the OAuth 2.0 protocol 
for authorization to access a service source  [12]. It  is 
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Figure 5. SSO-CAS workflow

Figure 6. OAuth workflow



most commonly implemented as a robust authorization 
framework in  its  ability  and flexibly  implemented on 
different systems and purposes as described in Figure 6.

The OAuth 2.0 protocol permits a third-party client 
such  as  an  application  to  access  a  server's  resources 
(user's profile information) with rules and permissions 
in a way that avoids exchanging the user's credentials 
[13]. This research serves OAuth as a service; a module 
is built, integrated with CAS by utilizing a library called 
phpCAS. The authorization process was conducted after 
authentication was successful,  which was achieved by 
calling  the  CAS  authentication  status.  Dashboard 
application  also  requires  this  function  to  enable  the 
authentication process

The  microservices  architecture  consists  of  service 
collection,  single  service  independently  deployed  and 
loosely  coupled  by  utilizing  Restful  API  technology, 
reducing  service  complexity  was  made.  This  research 
uses  static  microservices  rather  than  dynamic 
microservices,  the  main  reason  is  static  type 
microservices  are  fully  loaded  with  filtered  and 
aggregated data and these are fast in execution compared 
with the dynamically created microservices [14].

Figure  7 described  data  filtering  on  the 
microservices  gateway.  MG  as  a  gate  to  accessing 
resources  and  security  tool  to  prevent  accessing 
resources when tokens and tickets have expired or the 
service received a  broken message.  Return with error 
response code will be delivered as an acknowledgment 
to user and back to the login page is  a  flow need to 
execute after.

The  message  queuing  is  an  alternative  to 
Classifications,  which  are  complementary  to  the 
publish/subscribe  model  of  a  distributed  information 
system [15]. Considering a large number of requests at 
the same time, this research placed AMQP (Advanced 
Message  Queuing  Protocol)  based  RabbitMQ  as 
middleware.

 RabbitMQ is the most widely deployed and popular 
open-source message broker. It’s written in Erlang and 
is  backed  by  the  Pivotal  Software  Foundation  [16]. 

Figure  8 describes  the  proposed  architecture  that 
consists  of  Microservices  gateway  (MG)  and  Agent 
(MA), where both of them act as RabbitMQ publishers 
and consumers in a different mode. MG is configured as 
exchange declare while MA is as queue declare.

Exchange  Declare  delivers  a  message  to  multiple 
consumers.  This  pattern  is  known  as 
"publish/subscribe".  The  publish-subscribe  (pub/sub) 
concept is a prevalent communication paradigm that is 
used  across  a  wide  range  of  application  domains 
because  it  provides  an  efficient  and  elegant  way  to 
decouple  content  producers  (publishers)  from content 
consumers  (subscribers)  [17].  Exchanges  take  a 
message  and  route  it  into  zero  or  more  queues  [15]. 
Microservices gateway as a publisher, a direct exchange 
delivers messages to queue based on application id as a 
message routing key. Ticket ID, Application ID, Token 
ID, and Request ID from the client, are put as arrays of 
a  parameter.  This  explanation  is  already described  in 
Figure 8 point 1.

A subscriber registers its interesting “Topic” in the 
form of a subscription. Messages are published to the 
message  broker.  This  model  allows  publishers  and 
subscribers  to  communicate  without  knowing  each 
other’s information  [18].  Figure 8 point 2 described a 
binding relationship between an exchange and a queue. 
A Queue is interested in messages from this exchange. 
The  MA  message  queue  exchange  declares  mode  is 
necessary  to  receive  a  message  from  the  gateway 
service.  Figure  8 points  3  and  4  described  both 
microservices  (gateway  and  agent)  performing  as 
publisher  and  subscriber  at  once.  Service  agent  as 
publisher and gateway as subscriber set in queue declare 
mode.  Work Queues avoid doing a resource-intensive 
task immediately and having to wait for it to complete. 
The task encapsulated a message and send it to the queue.
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Figure 9. Content control configuration



In  enabling  the  WordPress  CAS  authentication, 
some plugins need to install. Content Control plugin is 
required  to  define  protected  content  and  CAS  login 
URL redirection.  Figure 9 shows the configuration in 
this research. WP Cassify plugin is essential to activate 
the  CAS  integration.  This  research  generates  custom 
authorization rules according to the populated CAS User 
Attributes. It also configures the plugin, as illustrated in 
Figure 10.

This  research  develops  a  cross-platform  React 
Native  Mobile  Application.  React  Native  (RN)  is  a 
cross-platform  mobile  application  development 
framework acknowledged as an open-source framework 
by Facebook in April 2015. It combines the best parts of 
React  Native  development,  a  best-in-class  JavaScript 
library for building user interfaces [19].

Application Programming Interfaces (APIs)  enable 
communication between disparate software applications 
[20]. An API typically uses the REST design paradigm 
to manage all the ways that anyone can access. That is 
the  best  practice  to  integrate  with  CAS  and  OAuth 
through  API  fetching.  The  sequence  of  data  sources 
accessed must follow the architecture determined in this 
research.

CAS should be authenticated before requesting the 
token authorization. The granted authentication process 
will return the ticket and user attribute. Fetching OAuth 
service endpoint utilizes ticket and user as the request 
parameters.  Ticket  and  Token  authorization  resulting 
from  the  OAuth  service  will  be  used  in  the  whole 
process  of  accessing  data  sources  through  messaging 
service. Figure 11 describes the flowchart of a business 
process in general.

Web  applications  and  dashboards  are  accessed 
directly through CAS as a sign-on module connected to 
MySQL as  a  user  management  database.  A  portal  is 
built separately to manage user roles. It's different from 
a  mobile  application  that  accesses  data  through 
synchronous  and  asynchronous  processes  after  CAS 
authentication

We put rabbitMQ in the middle of microservices to 
transmit data messaging asynchronously. The OAuth2.0 
and  JWT token  is  placed  to  secure  the  data  pipeline 
between  the  microservices  module  and  database 
application.

B. Testing

Testing  performed  on  a  local  server  environment 
with hardware specification of MacBook Pro (15-inch, 
2017),  Processor  2,8  GHz  Quad-Core  Intel  Core  i7, 
Memory  16  GB  2133  MHz  LPDDR3,  Graphic  Card 
Intel  HD Graphics  630  1536  MB.  Operating  System 
macOS Catalina version 10.15.6.

Functional  tests  were  carried  out  with  8  test 
scenarios  covering all  existing modules.  It  starts  with 
the  CAS  SSO  Authentication  testing  on  dashboard 
applications,  WordPress  applications,  and  mobile 
applications,  OAuth  authorization  testing  on  mobile 
applications,  and  message  delivery  testing  on  the 
microservices gateway and agent modules.

The functional test results indicate that all modules 
are  running  and  provide  requests  and  responses  as 
planned. The system is protected by the authentication 
and authorization process. The messaging works well, 
no lost requests when the service is down, and the data 
transmission runs automatically when the service restart, 
as shown in Tabel 1.

Loading tests are conducted to ensure the system can 
run  on  a  large  scale.  The  test  utilizes  Apache 
Benchmark with the number of requests between 1000 - 
2000 on 1-30 concurrent requests as illustrated in Figure
12.
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Figure 11. Mobile application flowchart

Figure 12. Load testing result



The  test  results  indicate  that  all  requests  were 
successfully  responded  to  without  any  failure,  even 
though the  response  time increased,  the  message was 
kept received and processed. At concurrent 2 ~ 10, time-
consuming  increased  significantly,  above  10  ~  15 
concurrency showed decreased response time. For 15 ~ 
30 showed a plateau graph that indicates able to handle 
more  concurrency  requests  approximately  the  same 
result.

The  result  shows  the  architecture  can  handle 
problems without loss of transaction data when one of 
the  services  is  down,  in  addition,  the  architecture 
developed  can  handle  large-scale  requests  sent  from 
multiplatform applications.  The approach used in  this 
research  found  that  the  system  never  reaches  a 
culminated  condition.  Figure  12 indicates  that 
monitoring system and scalability adjustment which is 
needed in previous research [5]-[7] can be solved using 
the  proposed  architecture.  There  was  a  significant 
increase  in  response  time  on  the  first  iteration,  but 
response  time  becomes  stable  after  passing  a  certain 
phase even though services were down. 

This research also found that the approach used in 
this  research  present  a  new  behavior  or  user 
characteristic  where  the  users  must  not  expect  an 
immediate result of their request. From an infrastructure 
point of view, the effect of this approach is the requester 
does not overload the limitations of a server and from 
the  requester’s  point  of  view,  the  requester  is  known 
that  the  request  will  be  processed  and  will  get  the 
response when it is ready.

IV. CONCLUSION

This  research  succeeded  in  creating  a  large-scale 
architecture through the implementation of asynchronous 
messaging and microservices. The functional test result 
shows  the  system  can  handle  requests  without  any 
losing  transactions  when  one  or  more  services  were 
down. This result can be a solution of Service Oriented 
Architecture  (SOA)  when  a  single  point  of  failure 
impacts  the entire  application and the load test  result 
shows  that  the  system  able  to  handle  large-scale 
requests as a solution for load distribution. Even though 

the test results show an increase in response time but the 
system  can  handle  requests  without  any  lost 
transactions.

Future  research  is  enhanced  with  an  orchestrator 
module that functions to manage MG data flow to MA 
and vice versa. Every newly added application service is 
done  by  updating  the  orchestration  module.  Network 
latency and server specification are not included as test 
parameters in this study as a limitation.
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