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Abstract – This study aims to analyze the performance 
of machine learning algorithms with the data scaling 
process to show the method's effectiveness. It uses min-
max  (normalization)  and  zero-mean (standardization) 
data  scaling  techniques  in  the  abalone  dataset.  The 
stages  carried  out  in  this  study  included  data 
normalization  on  the  data  of  abalone  physical 
measurement  features.  The  model  evaluation  was 
carried  out  using  k-fold  cross-validation  with  the 
number of k-fold 10. Abalone datasets were normalized 
in machine learning algorithms: Random Forest, Naïve 
Bayesian, Decision Tree, and SVM (RBF kernels and 
linear  kernels).  The  eight  features  of  the  abalone 
dataset show that machine learning algorithms did not 
too influence data scaling. There is an increase in the 
performance of SVM, while Random Forest decreases 
when  the  abalone  dataset  is  applied  to  data  scaling. 
Random  Forest  has  the  highest  average  balanced 
accuracy (74.87%) without data scaling.
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min-max normalization; zero-mean standardization 

I. INTRODUCTION

The  study  of  machine  learning  is  essential  for 
addressing fundamental scientific questions [1]. Machine 
learning offers  various methods that  can be applied in 
marine  science  [2].  The  global  challenges  in  marine 
science  are  necessary  to  realize  the  collected  data's 
potential through auto-mating more of the analysis  [3]. 
One of them is the use of machine learning to identify 
marine species  [4]5]-[6]. It supports data-driven learning, 
resulting in automated decision-making [2]. 

Abalone  is  one  of  the  giant  marine  gastropod 
mollusks, and they are economically significant seafood 
in  aqua-culture  worldwide  [7].  Eight  features  of  the 
abalone dataset (length, diameter, height, whole weight, 
shucked weight, viscera weight, shell weight, ring) were 
used to determine the three sexes of Abalone, which are 
Female (F), Male (M), and Infant (I). Machine learning 
has  great  potential  to  improve  the  quality  and  range 
science  of  abalone  sex  identification  by  identifying 

trends  and  distribution  patterns  within  the  abalone 
dataset [2]. 

Data scaling or normalization is an additional step 
between the two possibilities in the dataset to be tested: 
normal  and  non-normal  distribution. The  normal  data 
distribution  is  ready  to  be  processed,  while  the  non-
normal  data  needs  to  be  normalized.  In  general, 
normalization  techniques  or  data  scaling  have  an 
important role in data preprocessing [8]-9][10]. It involves 
sub-processed  data  from  multiple  sources.  Data  may 
need  to  be  reformatted,  normalized,  and  aggregated 
[11].  The  normalized  data  can  improve  intrusion 
detection accuracy [12]. 

Combining  data  normalization  techniques  with 
machine learning algorithms improves the performance 
[13]. Li and Liu [14] show that the method using SVM 
with normalization has  much better  performance than 
the method using SVM without normalization because 
Min-Max normalization has better performance in speed 
and accuracy. Identifying marine species using several 
machine  learning  algorithms  has  been  implemented. 
Moitinho-Silva  [4] used  machine  learning  to  predict 
HMA-LMA  status  in  marine  sponges.  This  research 
comparing several  machine learning algorithms shows 
that the high classification performance uses a random 
forest  algorithm  trained  with  phylum.  It  produces 
weighted  mean  accuracy  of  96.90%  and  ±5.75  of 
weighted standard deviation. 

In  Ambarwati  et.  al. [13],  the  objects  used  were 
medicinal plant leaves with the SVM, KNN, ANN, and 
Naïve Bayes algorithms, Li and Liu  [14] for intrusion 
detection  systems  with  the  SVM  algorithm,  and 
Moitinho-Silva [4] for marine species (involving corals, 
seaweeds,  plankton,  and  fish)  with  the  random forest 
algorithm. The prior studies were only limited to the use 
of machine learning algorithms without modification of 
changes to the dataset. This study aims to analyze the 
performance of the machine learning algorithms on data 
scaling techniques in identifying abalone sexes based on 
eight features. 

Data  scaling  or  normalization  is  analyzed  for  its 
impact  on  several  machine  learning  algorithms  to 
identify  abalone  sexes.  Four  classifiers  are  used: 
Random  Forest,  Naïve  Bayesian,  Decision  Tree,  and 
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SVM.  Furthermore,  the  determination  to  use  data 
scaling techniques can be appropriately applied to the 
algorithms.  The  eight  variations  of  the  features  were 
carried  out  by  data  scaling  or  data  normalization  to 
analyze  their  impact  on  the machine  learning 
algorithms.  Each  feature  of  the  abalone  dataset  is 
compared  before  and  after  applying  the  min-max 
(normalization)  and  zero-mean  (standardization) 
techniques to test their performances.

II. RESEARCH METHOD

The dataset used in this study is the abalone dataset 
taken from Kaggle1. This data has been grouped based 
on sex, which are Female (F), Male (M), and Infant (I) 
[15].  The  research  stages  are  data  collecting, 
preprocessing, scaling, sharing, modeling, analysis, and 
evaluation. The research stages can be seen in Figure 1.

A. Preprocessing data

Data balancing is carried out at this stage using the 
Synthetic Minority Oversampling Technique (SMOTE) 
method  [16].  SMOTE  is  one  of  the  most  popular 
methods for  dealing with data distribution imbalances 
[17]. The SMOTE method finds the closest neighbor to 
data as much as K for each data in the minority class. 
After that, synthetic data is made as much as the desired 
percentage of duplication between minor data and K as 
much data as randomly selected neighbors [18].

B. Data scaling

Data  scaling  or  normalization  converts  numeric 
values in a data set to a general scale without distorting 
differences in the range of values.  Data normalization 
will  help  accelerate  the  learning  process  in  machine 
learning. In the Abalone dataset, data normalization was 
carried out using min-max and zero-mean [14].

Min-max normalization changes the data size from 
the original range so that all values are in the range 0 
and 1. The min-max normalization can be expressed in 
(1) where  wi is an original value,  wnorm is a normalized 
value, wmin is a minimum value, and wmax is a maximum 
value.

wnorm=(
w i−wmin
wmax−wmin )                         (1)

The Zero-Mean normalization method is based on the 
mean  and  standard  deviation.  Standardizing  a  dataset 
involves changing the value distribution scale so that the 
observed mean (mean) is 0 and the standard deviation is 
1. Standard deviation is calculated using (2) where zmean is 
the average of the data. Normalization can be calculated 
using (3) where zi is an original feature vector, zmean is the 
mean of the feature vector, zstd is a standard deviation, and 
zi
'  is a result value of standardization.

1https://archive.ics.uci.edu/ml/datasets/abalone  

zstd=√ 1
N− 1∑i=1

N

( zi−zmean )
2                   (2)

zi
'
=
z i− zmean
zstd

                             (3)

C. Classification

Data sharing was carried out in the dataset before and 
after normalization, with a composition of 90% training 
data and 10% test data. The model evaluation was carried 
out from the training data using k-fold cross-validation 
with k of 10. The model evaluation aimed to measure the 
accuracy of  the model  during training  and to obtain a 
learning model. Validation is carried out from the model 
that has been made using test data. 

The model evaluation and validation results are used 
to  analyze  the  machine  learning  algorithm's 
performance.  Four  classifiers  are  used  at  the  model 
evaluation stage and the making of  a  learning model, 
including the Random Forest, Naïve Bayesian, Decision 
Tree,  and  SVM.  Tests  were  carried  out  using  the 
programming  language  R  3.6.0  using  the  machine 
learning  algorithm's  random  forest,  party,  and  e1071 
libraries..  Random  Forest,  Naïve  Bayesian,  and 
Decision  Tree  used the  default  configurations.  SVM 
uses  two kernels  (linear  and  RBF),  with values  of  C 
1000 and gamma 0.25.

III. RESULTS AND DISCUSSION

The  abalones  dataset  consists  of  three  classes 
(female  1307,  infant  1342,  and male 1528) and eight 
features  (ring,  length,  diameter,  height,  whole weight, 
shucked  weight,  viscera  weight,  and  shell  weight). 
Based on these detailed data, the data for each sex is not 
balanced.  Thus, data from the female sex tends to be 
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Figure 1. Research stages
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classified  as  noise  or  outlier  when  the  classification 
process is carried out, damaging the modeling results. 
Therefore,  to  overcome  this  unbalanced  data,  the 
SMOTE method is used. SMOTE results can be seen in 
Table 1.  It shows that the dataset of each sex class is 
balanced (1528). These results are obtained based on the 
workings  of  the  SMOTE  method,  which  finds  the 
number of samples in one class and then equates them 
with samples in other classes.

A. Data scaling

Data  scaling  is  required  in  machine  learning  only 
when features have different ranges, as in the abalone 
feature  dataset.  The  abalone  feature  dataset  has  a 
different  scale  for  ring  features  and  seven  features: 
length, diameter, height, whole weight, shucked weight, 
Viscera weight, and shell weight. The ring feature has a 
value range of 1 to 30, while the seven features range 
from 0 to 2. 

Visualization  of  eight  features  from  the  Abalone 
feature  dataset  before  data  normalization  is  shown in 
Figure 2. It shows the scale difference between the ring 
and seven features. The ring features range from 1-30, 
while  the  seven  features  are  in  the  0-2  range.  This 
difference  can be minimized by normalizing the data. 
Data  normalization  is  needed  to  optimize  the 
performance of machine learning algorithms  [14]. The 
smaller the value range of each feature,  the faster  the 
computation process will be performed [13]. 

The  results  of  the  min-max  normalization  on  the 
Abalone feature dataset are shown in Figure 3. Min-max 
normalization changes the data into intervals of 0 to 1. 
Unlike  the  min-max  normalization,  at  zero-mean 
normalization  or  standardization,  the  scale  change  is 
done by changing the average value (mean) to 0 and the 
standard deviation to 1. The scale of each feature is still 
different (it has different intervals). The visualization of 
the dataset of standardized abalone features is shown in 
Figure 4. From Figure 2 through Figure 4, it can be seen 
that  the  data  pattern  has  not  changed.  Changes  are 
visible only at the scale of each feature. It follows [13] 
that  the  data  obtained  before  and  after  normalization 
does not change. 

B. Classification 

Before  testing  the  normalized  data  sets,  we  first 
tested the data sets that had not been normalized on four 
machine  learning  algorithms  (Random  Forest,  Naïve 
Bayesian,  Decision  Tree,  and  SVM).  The  evaluation 
uses 90% of the training data (4094) in 10-fold cross-

validation. The model evaluation of the abalone feature 
dataset before normalization is shown in Figure 5.

In  the  abalone  dataset  before  normalization,  the 
highest  to  lowest  average  accuracy  was  obtained, 
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Table 1. SMOTE result details

Sex
Total

Before After
Female 1307 1528
Male 1342 1528
Infant 1528 1528

Figure 2. The distribution pattern of feature data before 
data scaling

Figure 3. The distribution pattern of feature data using 
Min-Max  normalization



respectively, the Random Forest (62.53%), SVM kernel 
RBF (58.08%), SVM linear kernel (57.81%), Decision 
Tree (54.99%), and Naïve Bayesian (53.39). The model 
evaluation  results  with  min-max  and  zero  mean 
normalization are shown in Figure 6 and Figure 7.

The  abalone  dataset  after  min-max  normalization 
has the highest to lowest average accuracy, respectively 
62.37% (Random Forest), 59.49% (SVM kernel RBF), 
57.20% (Decision Tree), 56.59% (SVM linear kernel), 
and  53.39% (Naïve  Bayesian).  It  shows  an  increased 
performance on the SVM and Decision Tree algorithms. 
However,  the  increase  in  the  accuracy  value  is  not 
impactful by only 1-3%.

The abalone dataset  after  zero-mean normalization 
has  the  highest  to  lowest  average  accuracy:  62.08% 
(Random Forest), 59.50% (SVM kernel RBF), 57.12% 
(SVM  linear  kernel),  54.99%  (Decision  Tree),  and 
53.18%  (Naïve  Bayesian).  It  shows  an  increased 
performance  on  the  SVM  algorithms.  However,  the 
increase in the accuracy value is also not impactful  by 
only  1-3%.  The  decrease  in  random  forest  accuracy 
when  using  min-max  and  zero-mean normalization  is 
due  to  the  inability  to  predict  the  range  of  response 
values in the training data [19].

The second trial results calculated each algorithm's 
average  balanced  accuracy,  sensitivity,  and  specificity 
using 10% validation data (479 data). 90% of training 
data (4105 data) is used for learning on the five machine 
learning  algorithms.  It  then  validated  using  test  data. 
The  validation  results  on  the  abalone  feature  dataset 
before normalization are shown in Table 2. 

The best performance is the Random Forest algorithm 
with  a  balanced  accuracy  of  74.87%,  sensitivity  of 

66.43%, and specificity of 83.31%.  Liu et al. [20] also 
found that Random Forest has better accuracy than other 
algorithms because Random Forest has a feature selection 
process. The process can take the best features to improve 
the  performance  of  the  classification  model.  This 
selection  feature  enables  Random Forest  to  effectively 
work on large data with complex parameters. In addition, 
Random  Forest  can  also  work  in  parallel,  known  as 
multiple random forests [21]. 
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Figure 4. The distribution pattern of feature data using 
Zero-Mean standardization

Figure 5. Models evaluation before data scaling

Figure 6. Models evaluation using Min-Max

Figure 7. Models evaluation using Zero-Mean

Table 2.  Performance comparison using dataset before 
data scaling

Algorithm  Balanced 
Accuracy (%)

Specificity 
(%)

Sensitivity 
(%)

SVM-RBF 68.45 78.35 58.56
SVM-Linear 67.96 78.74 57.20

Naïve Bayesian 66.31 77.25 55.38
Random Forest 74.87 83.31 66.43
Decision Tree 67.63 78.36 56.89



The abalone feature dataset's validation results and 
the min-max normalization results are shown in Table 3. 
The Random Forest algorithm with an average balanced 
accuracy  of  73.29%,  64.42%  sensitivity,  and  82.15% 
specificity.  However,  these  results  indicate  that  a 
decrease  in performance occurs  in the Random forest 
algorithm. Unlike without data scaling, the SVM kernel 
RBF algorithm shows performance improvement, where 
the  average  balanced  accuracy  is  71.29%,  and  the 
specificity is 81.16%. As stated in [14], the application 
of min-max normalization to the data to be tested using 
the  SVM  RBF  kernel  provides  good  performance  in 
speed and accuracy.

The validation results on the abalone feature dataset 
and the zero-mean normalization results are  shown in 
Table  4.  The best  performance  is  the  Random Forest 
algorithm. However, like in min-max normalization, the 
Random Forest  algorithm has  decreased  performance. 
The  linear  kernel  SVM  experienced  an  increase  in 
performance from 67.21% using the min-max dataset to 
69.50% using the Zero-mean dataset.  The linear kernel 
SVM algorithm has increased when using a dataset of 
zero-mean normalization as indicated in [13].

IV. CONCLUSION

Naïve Bayes performs more more consistently than 
Random  Forest,  Decision  Tree,  and  SVM  when  the 
abalone  dataset  is  applied to both min-max and zero-
mean  normalization.  There  is  an  increase  in  the 
performance  of  SVM  when  the  abalone  dataset  is 
applied  to  data  normalization.  SVM-Linear  increased 
when  using  the  zero-mean  normalized  dataset.  SVM-
RBF increased when using min-max normalization. On 
the other hand, in Random Forest, there is a decrease in 
performance when the abalone dataset is applied to both 
min-max  and  zero-mean  normalization.  However, 
Random  Forest  has  the  highest  average  balanced 
accuracy for all datasets.
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